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To speed up the convergence rate of learning dictionary, this paper proposes a spatio-temporal
online dictionary learning (STOL) algorithm to improve the original adaptive regularized dictionary
learning with K-SVD. Experiments show the super-resolution reconstruction based on STOL obvi-
ously reduces the computational complexity to 40% to 50% of the K-SVD learning-based schemes
with a guaranteed accuracy.

A video sequence is decomposed into a selected high-resolution (HR) key frames (KF) Xh and
the down-sampled low-resolution (LR) non-key frames (NKF) Zl from Zh. The high-resolution
version Ẑh would be recovered from Ẑl by the learning-based super-resolution reconstruction via
sparse representation. In training each series of 2-D subdictionaries, the primitives is of low dimen-
sionality. The non-primitive volumes are supposed to be consistent along the motion trajectory with
little structure. Correspondingly, their sparse representations over a learned 3-D spatio-temporal
dictionary are designed by the online dictionary learning[1] to update the atoms for optimal sparse
representation and convergence. Instead of classical first-order stochastic gradient descent on the
constraint set, the online algorithm would exploit the structure of sparse coding in the design of
an optimization procedure in terms of stochastic approximations. Through drawing a cubic from
i.i.d. samples of a distribution in each inner loop and alternating classical sparse coding steps for
the decomposition coefficient of the cubic over the previous dictionary, the dictionary update prob-
lem is converted to solve the expected cost instead of the empirical cost. It has been shown that
stochastic gradient descent algorithm in online learning is more attractive than standard primal or
dual algorithms. For dynamic training data over time, online dictionary learning behaves faster than
second-order iteration batch alternatives.

Assume that each patch can be represented as a linear combination of a small subset of patches.
Taking temporal redundancy into account, the super-resolution task is defined as an energy mini-
mization as:
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where Zl is the burred and down-sampled version of the high-resolution Xh, TL is the low-frequency
subdictionaries, αi j denotes the sparse solution of Tl under dictionary FL, and Ri j is a projection
matrix that selects the (i, j)th patch from Xh. Considering the K-SVD algorithm involves heavy
computational burden, an online dictionary learning algorithm is adapted instead.

Experiments of 3-D dictionary learning by K-SVD and STOL on standard video datasets show
that the number of STOL iteration would be several times larger than K-SVD within the same dura-
tion. It means that the values of empirical and expected cost function are different, and it is obvious
that the convergence speed of STOL is significantly faster than K-SVD. For video coding, the pro-
posed STOL algorithm could achieve better performance (PSNR and SSIM) than H. 264/AVC and
comparable quality as the K-SVD based learning scheme.
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